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The Effect of Minimum Wages on the
Labor Force Participation Rates of Teenagers

Executive Summary

Congress has been considering a hike in the fed-
eral minimum wage from $5.15 to $6.15 an hour
or higher. It has been estimated that such a raise
would affect over 10 million workers, many of
whom are teenagers. A considerable body of re-
search shows that while such increases might raise
the wages of some workers, it would also elimi-
nate jobs and work opportunities for others. For
example, by one consensus view of this effect, a
10 percent increase in the minimum wage would
reduce the employment of teenagers overall by
anywhere from 1 to 3 percent.

However, this estimate ignores the fact that
employers may react in other ways to a minimum
wage hike. For example, when employment costs
rise, employers may eliminate some fringe ben-
efits such as contributions towards insurance,
transportation, or parking, so that the total com-
pensation of workers does not rise even though
wages increase. Employers may also raise their ex-
pectations of workers, including requiring greater
work effort to cover a reduction in total hours
worked. Employers may increase the hiring stan-
dards for entry-level jobs, such as requiring more
education or work experience.

Many of the predictable adjustments by em-
ployers to a higher minimum wage reduce the
attractiveness of work. If increased requirements
are imposed on workers, or less training is avail-
able, this may reduce the attractiveness of work
itself. Walter Wessels, a professor of economics at
North Carolina State University, has studied the
effect that higher minimum wages have on the
likelihood that teenagers will choose the employ-
ment option (i.e., to be employed or look for
work). He studies teenagers, who tend to be
strongly affected by minimum wage increases be-

cause many are in entry-level jobs.

In the first study in 20 years to examine this ques-
tion, Dr. Wessels concludes that when minimum
wages go up, fewer teens on average choose the
employment option. This overall outcome is entirely
consistent with the findings by others that minimum
wage hikes cause teens with greater skills and expe-
rience to work more and those with fewer skills and
experience to work less. Because work by teenagers
has been shown to have beneficial long-term con-
sequences on their subsequent labor force success,
Dr. Wessels” study implies that higher minimum
wages reduce the future economic well-being of
those who are displaced from work and discouraged
from seeking work when they are teens.

Study Design

Theoretical Framework

Dr. Wessels argues that the best way to estimate
the effect of the minimum wage on the value of
being in the labor market is to examine its effect
on labor force participation rates. The author rec-
ognizes that changes in the minimum wage can
affect both the demand for and supply of labor
force participants. However, he believes that the
main effect of the minimum wage is through the
demand side. If supply side effects occur, they are
likely to reduce the supply of labor force partici-
pants through (1) raising the earnings of other fam-
ily members (i.e., an income effect); (2) increasing
lifetime potential earnings from work (i.e., a
wealth effect); or (3) increasing the value of fu-
ture work relative to current work (a relative wage
effect). Dr. Wessels believes these effects will be
small because (1) minimum wages have little ef-
fect on family income, particularly for families
below the poverty line; (2) wealth effects are small



because the minimum wage affects teenagers for
only a small fraction of their working life; and (3)
he finds no evidence that teens shift their labor
supply toward the future in response to a mini-
mum wage hike.

If the minimum wage has little effect on the sup-
ply of teenage labor force participants, then its pri-
mary effect will be through its effect on the demand
for labor force participants. The demand for labor
force participants (manifested by employers’ wage
offers and hiring activity) determines the value of
being in the labor force.

Data and Estimation

Dr. Wessels uses quarterly data on the labor force
participation rates of teenagers from 1978
through 1999 to assess the effects of several
rounds of increases in national minimum wage
rates. He was able to consider the 1978-1981,
1990-1991, and 1996-1997 increases in the na-

tional minimum wage. He finds that from 1978
to 1999, the percentage of teenage workers earn-
ing at or less than the minimum wage has gener-
ally fluctuated between just above 50 percent to
just below 17 percent, and has been under 40
percent since 1991. Historically when this per-
centage has fallen to about 17, Congress has
raised the minimum wage.

After controlling for the effects of the business
cycle, per capita income, adult wage rates, and the
number of teens affected by a minimum wage hike,
Dr. Wessels finds that these minimum wage hikes
reduced teenage labor force participation rates.
These declines were statistically significant for teen-
agers overall, and also for whites, males, and females
considered separately. Specifically, his research
shows the 1978-1981 hikes reduced labor force
participation by 6.85 percent (3.615 percentage
points), the 1990-1991 hikes, by 4.09 percent (2.07
percentage points), and the 1996-1997 hikes, by
2.78 percent (1.31 percentage points).

— Dr. Richard S. Toikka
Chief Economist
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The Effect of Minimum Wages on the
Labor Force Participation Rates of Teenagers

By Walter J. Wessels

. INTRODUCTION

Although the minimum wage’s impact on em-
ployment is important, its effect on the value of
being in the labor market can also be measured
by how it affects labor force participation. For
example, a minimum wage hike that did not
reduce employment could still make workers
worse off by causing employers to cut back on
non-wage compensation and by increasing the
scarcity of job openings. Labor force participa-
tion would decline, reflecting the decline in the
value of being in the labor force. This paper is
the first in 20 years to investigate how the mini-
mum wage affected the labor force participa-
tion rate of teenagers. It investigates this effect
from 1978 to 1999.

An important issue is how binding the minimum
wage is on the market. Most papers use a relative
minimum wage measure. This paper uses a more
direct measure: the fraction of teenage workers
being paid the minimum wage. This allows a more
objective measure of how long and to what ex-
tent the minimum wage effectively constrains the
job market.

Another important issue is how to control for
the effects of the business cycle. This paper ad-
dresses this issue in several ways. First, it covers
three episodes of major minimum wage hikes,
each occurring in different economic environ-
ments. Second, it uses current time-series model-
ing to study the effects of minimum wages! instead
of the current convention in the minimum wage
literature of using a series of yearly dummy vari-
ables to control for time-series effects. The use of
lagged values of the dependent variable and the
inclusion of several explanatory variables related
to the business cycle are among the steps taken
to control for the effects of the business cycle.

It was found that minimum wage hikes between
1978 and 1999 significantly decreased the labor
force participation rate of teenagers. This suggests
that the minimum wage reduced the value of be-
ing in the labor market for many teenagers.

Il. LABOR FORCE
PARTICIPATION

The effect of the minimum wage on the value of
being in the labor market is best estimated by how
it affects labor force participation rates. Four ar-
ticles that estimated the effects of minimum wages
on labor force participation are Kaitz (1970),
Mincer (1976), Ragan (1977), and Wessels
(1980a). All found that the minimum wage de-
creased (or left unchanged) the labor force par-
ticipation rate of low-wage workers. Since 1980,
there have been no published estimates of the
impact of minimum wages on labor force partici-
pation rates. This paper updates this research.

The basic assumption in this paper is that if the
minimum wage decreases the labor force partici-
pation rate, it can be inferred that it has also de-
creased the value of being in the labor market. A
person is in the labor force if they are employed
or if they are actively looking for work (that is,
“unemployed”). Let V be the value of being in the
labor market. It includes the lifetime utility if one
joins the labor force in the current period and takes
account of the expected cost of searching for a
job and the value of future higher earnings from
more job experience. A person enters the labor
force if the income flow from being in the labor
force (rV) exceeds the implicit income of not work-
ing (H, where H stands for “home time”); r is the
relevant discount rate. The variable H can be
thought of as the value of leisure. However, in a
more general sense, H is the implicit income flow
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from the present value of lifetime utility if one did
not work in the current period (for most teenag-
ers, it would include the value of being in school

then be worse off because of the lower V. In this
case, a minimum wage hike lowering V has the
potential of making the vast majority of workers

full-time). If rv > H, worse off.3
the worker joins the Figure 1 One must be care-
labor force. The Demand and Supply for Labor Force Participants ful to not confuse the
i in the Absence of the Minimum Wage «
The inference demand for labor

that a lower labor
force participation
rate implies a lower
V comes from the
assumption that the v+
minimum  wage
shifts V more than it
does H. Consider
the demand and |

$/period

Labor Force Supply force participants”
(H) with the demand for
workers by employ-
ers. For example, a
minimum wage hike
could decrease em-
ployment, and yet,
because it substan-
tially raises wages, in-

Demand for Labor Force
Participants (r V)

supply for labor LF*

Labor Force Participation

crease the demand

force participants as
shown in Figure 1.
The supply of labor force participants is the
schedule of H across the population. The demand
curve for labor force participants shows the value
of rV. It is negatively sloped in part because a
higher labor supply reduces the wage. It is also
negatively sloped because, holding employment
constant, more labor force participants means
more unemployed persons competing for the
same number of jobs. This increases the time and
thus cost of searching for a job, reducing V.2 The
minimum wage affects the demand for labor
force participants because it

for labor force partici-
pants by making be-
ing in the labor force more attractive.

Many different search models have been applied
to minimum wages. Wessels (1980a and 1980b)
presents a simple version. Thomas Carter (1998)
analyzes Rebitzer and Taylor’s efficiency wage
model (1995) showing that when the minimum
wage increases employment in this model, job
searchers are made worse off (V goes down). Lang
and Kahn (1998) present a bilateral search model
with heterogeneous workers in which the minimum
wage makes low productivity workers worse off

shifts wages, employment,
and the probability of getting
a job. The basic assumption
here is that increasing the
minimum wage does not sig- Wages
nificantly shift the supply C AF
schedule. In this case, if the MW [—
minimum wage reduces V, it

will shift the demand curve W,

Hourly

Effect of Minimum Wages on Employee Utility and the Mix of Wage and Non-

Figure 2

Wage Employer Compensation

down, reducing labor force
participation. Although em-
ployed persons may be made
better off in the current period
by the minimum wage, when

N\

Uo

U1

they reenter the labor market
through job turnover, they will

NW,

Hourly Nonwage Cost
to Employer

NW, C
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while not enhancing the welfare of more produc-
tive workers. Mortensen and Burdett (1989) present
an equilibrium model in which larger firms pay higher
wages and have lower turnover whereas smaller firms
are, in a sense, more competitive, paying a wage
closer to V. Although they definitely do not come to
this conclusion, a minimum wage lowering V would
make all workers in their model worse off.

The minimum wage has many effects on V other
than its obvious effect on wages and employment.
First, while it may increase the wage, employers
might offset this by cutting back on nonwage com-
pensation. For example, employers might reduce
the flexibility of working hours,* increase the work
pace, demand work “off the clock,” reduce work
hours, or reduce on-the-job training.® If employers
fully minimize costs, the offset will reduce the full
wage of workers (Wessels, 1980a). Figure 2 shows
the offset effect. Given the compensation the firm
wants to pay (C), the firm chooses the optimal mix
of wages and nonwage compensation to attract
workers. This optimal mix at Point E maximizes the
worker’s full wage (or utility) given C. The worker’s
full wage is U, In Figure 2, the firm is spending W,
on money wages and NW, on nonwage costs (note
that a $1 spent on nonwage items need not be
worth $1 to the worker). A minimum wage of MW
that does not change the firm’s total compensation
cost will push the compensation mix toward wages
and, consequently, lower the utility (full wage) of
workers. In Figure 2, the firm is shown as being at
Point F, with a resulting lower full wage for workers.
If firms act to keep the full wage at market levels (or
at some fixed percent above market levels), the in-
teraction of labor demand and labor supply will cause
the equilibrium full wage to fall between Points E
and F. Workers will be worse off.®

A second effect the minimum wage has on V is
its effect on the availability of jobs and on job turn-
over. Unfortunately, the actual effect of minimum
wages on turnover rates is unknown because the
Department of Labor no longer publishes this in-
formation.” One presumes it lowers turnover, which
usually makes new labor force participants worse
off (since less turnover means fewer job openings).

It is argued here that a minimum wage hike

will not shift the supply curve (the H schedule)
significantly. There are two main ways a minimum
wage can affect the value of a person’s home time
(H). First, it can have an income effect, raising the
value of leisure or home time, shifting the supply
curve inward. The main way this income effect
could occur is by the minimum wage increasing
the income of other persons in the worker’s fam-
ily. However, the evidence suggests that the mini-
mum wage has little effect on family income,
especially families below the poverty line.® A re-
lated effect is the wealth effect from the minimum
wage increasing the value of the worker’s future
job opportunities. However, since the minimum
wage affects teenage workers for only a short span
of their working life, this impact is likely to be small.

. MINIMUM WAGE AND
THE SUPPLY OF LABOR

A. Adjustment Costs

The presence of adjustment costs has several con-
sequences for modeling the impact of minimum
wages. The reason is that most minimum wage
hikes come in sets. The first set in the sample pe-
riod began in 1978, the second in 1990, and the
third in 1996. Congress increased the minimum
wage in steps and, for the 1990 and 1996 hikes,
the second step in the hike was effectively more
binding to employers than the first.

Itis reasonable to assume that firms were aware,
at least after the first hike, what and when the
subsequent hikes were going to be. If there were
no adjustment costs, firms would hire and fire
according to current wages. On the other hand,
in the presence of adjustment costs, firms would
be more reluctant to create new job positions if
they anticipated still higher minimum wages in the
future. In this case, it is appropriate to treat each
set of hikes as a unit rather than as separate hikes.

A second consequence is that minimum wage
hikes of different sizes are likely to have different
effects. A small hike that is transitory may not af-
fect employment at all nor lead the firm to make
any nonwage offsets (it can be argued that the
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1996-1997 hikes fit this category). The main effect
of such a hike will be to reduce job turnover and
the availability of new jobs. On the other hand, a
larger hike may lead the firm to adjust employment
or nonwage compensation, or both. This may lead
to a very different outcome. The result is that not
all minimum wage hikes will have the same effect.
Consequently, I treat each separately. If the differ-
ences between hikes are large, this may blunt the
criticism by Card and Krueger (1995) that the em-
pirical literature has not found a uniform (or
more significant) effect for all hikes over time.

B. Choice of
Dependent Variable

A Box-Cox transformation was performed on the
labor force participation rate of teenagers (with an
AR(9) error structure) in order to choose between
a linearized or a log form for the rate. The linear
form was preferred (with a log-likelihood of 5974
compared to the log form’s 5784). However, the
linear form is limited to being between zero and
one, violating the assumption of normality. The lin-
ear form was then compared to its “normit” trans-
formation® (the normit version having a normal
cumulative probability equal to the labor force par-
ticipation rate) as well as its logit form (another vari-
ant appropriate for proportions). The normit form’s
error term was closest to being normally distrib-
uted (with a Jarque-Bera normality test statistic'® of
7.19, compared to the logit’s 11.94). In addition,
the residuals using the normits (weighted as de-
scribed below) were homogeneously distributed
over all states (the Bartlett test statistic,* at a signifi-
cance level of 11.1%, could not reject the null that
states’ residuals were homogeneous).

Viewing each teenager in a state as having the
same probability of being in the labor force, then
labor force participation rate is a binomial process.
According to Parzen (1960), reasonable accuracy is
achieved by using the normal distribution to approxi-
mate a binomial process when np(1-p)>10, where
n is the sample size and p is the probability. This is
satisfied in the data set. Because of these consider-
ations, the normit form was selected.

C. Choice of Regression Form

Most articles on minimum wages using panel data
use the following specification:*2

(1) Elt =0 +MWitB + Xity+ TtT + S|6 + €

where i is the state index and t is the time index.
E is the ratio of teenage employment to teenage
population, MW is a variable representing the
larger of the state or federal minimum wage, X is
a set of explanatory variables, T is a set of yearly
dummy variables, and S is a set of identifier vari-
ables for the individual states.

A key problem with this equation is its use of
yearly dummy variables to control for the busi-
ness cycle. The use of yearly dummy variables
masks the effect of most events (such as increases
in the federal minimum wage), making their use
sterile and highly nonstandard in the economet-
ric literature for studying the effects of policy in-
terventions. If their use were common in models,
for example, the annual dummy variables would
appear to drive most recessions.

It is important to control for the effects of the
business cycle. The standard method in the mac-
roeconomic intervention literature is to introduce
lagged values of the dependent variable as well as
lags in the independent variables that are related
to the business cycle (for example, the unemploy-
ment rate). The regressions in this paper use an
autoregressive data generating process of nine lags
(AR(9)) in the labor force participation rate. More
lags proved to be insignificant. Only one other
paper in the minimum wage literature uses more
than an AR(1) process (Williams and Mills, 1998).
The unemployment rate (with multiple lags) was
included to reflect the effects of the business cycle
(most minimum wage papers use only the current
unemployment rate). The unemployment rate of
white males ages 30 to 54 was used, and was sig-
nificant up to seven lags. In addition, the labor
force participation rate of 30- to 39-year-olds was
used to reflect other shocks to the labor market.
This age group was chosen because its labor force
participation rate is not affected by the minimum
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wage, yet it does vary enough to reflect the state-
by-state differences in labor markets and how they
change over time. In addition, each state’s per
capita income was also an explanatory variable.

The other explanatory variables include adult
wage rates (ages 30 to 39), the fraction of teens
in the working population (ages 15 to 54), and
the dummy variable indicating whether the
state’s effective minimum wage was the federal
minimum wage or its own rate (if higher). The
age range for the adult wage rate was selected to
be close to, but not highly correlated with, the
teenage wage rate. As it turns out, any wage mea-
sure generally proved to be insignificant, whether
chosen from adult wages or teen wages. Much
of the minimum wage literature depends on the
adult wage to account for the effectiveness of
the minimum wage. This is inappropriate given
the insignificance of the adult wage.

D. The Choice of
Minimum Wage Variables

The usual minimum wage variables in the litera-
ture are (1) the minimum wage relative to the adult
wage level (for example, Neumark and Wascher
(1994) or Card, Katz and Krueger (1994)) or (2) a
set of dummy variables for the time periods in
which the minimum wage was increased (for ex-
ample, Deere, Murphy and Welch, 1995).

The relative level of the minimum wage makes
sense only if it can be indexed to reflect the mini-
mum wage’s effective constraint on firms. Most of-
ten the indexing is done by entering both the log of
the minimum wage and the log of some adult wage
in the regression. A problem with this relative wage
measure can be easily illustrated. Suppose the mini-
mum wage is well below market wages for all work-
ers so that it has no effect. An improvement in
economic conditions then raises employment and
market wages. The relative minimum wage vari-
able would go down in value while employment
goes up. What is needed is a way to measure how
binding a constraint the minimum wage is.

The second choice is the use of dummy vari-

ables to reflect the timing of minimum wage
hikes. The key issue here is how long a period
one should lag these dummy variables. Certainly
not forever, since the effects of the minimum
wage wear off. And most likely, one period is
too short. One criticism of using lags is that with
enough of them, any two variables can be re-
lated in any way one wants. Thus, without a way
to justify the timing of the minimum wage’s ef-
fect, the results are subject to question.

E. Measuring the
Effective Minimum Wage

To approach the problem of how long the mini-
mum wage represents an effective constraint on
a labor market, this paper utilizes the fraction of
employed teenagers, ages 15 to 19, who are
earning the minimum wage or less.®* To get an
adequate sample, this figure was collected for
the United States for each quarter from the out-
going rotations of the Current Population Survey
(CPS). This fraction adjusts for state differences
in minimum wages when the state has a higher
minimum wage.

This variable should be proportional to the frac-
tion of employed teenagers significantly impacted
by the minimum wage. Another break point could
have been chosen (such as a certain percent higher
than the minimum wage) but there is a problem
with these other break points: The distribution of
wages is not smooth. For example, in the first quar-
ter of 1994, when the minimum wage was $4.25,
in the range between $4.25 and $5.25, 78% of
the workers were paid exactly $4.25, $4.50,
$4.75, $5.00 or $5.25 ($5 being the most popu-
lar with 28% of the workers in this range). Most
teenagers earn “on the quarter” ($5.50, $5.75,
$6.00 and so forth) with few in between. This
makes the choice of another break point prob-
lematic because the proportions earning below it
depend upon how many “quarter” points there
are between it and the minimum wage (for ex-
ample, the minimum wage of $5.15 plus 10 per-
cent includes two quarter points, whereas $3.35
includes only one). In light of this, | chose “the
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minimum wage or less” as the criterion.
From this point on, | will simply refer to
this fraction as the “fraction of teenage

workers earning the minimum wage” 80

Figure 3
Percentage of Teenagers
at the Minimum Wage or Less

with the “or less” understood.

The monthly fraction of teenage
workers earning the minimum wage is
shown in Figure 3. Note how this frac-
tion spikes up at each minimum wage
hike (1979, 1980, 1981, 1990, 1991,
1996 and 1999).

Figure 3 reveals that when approxi-
mately 17% of teenagers earn the mini-

10

mum wage, Congress has passed a new
minimum wage law. This includes the
1978 hikes, the 1990 hikes, and the

80

82 84 86 88 90 92 94 96 098

— % Teens at Minimum Wage

1996 hikes. The chart does not show the
pre-1979 percent, but in the May 1977
CPS survey, 18.77% of employed teenagers were
earning the minimum wage (before the new mini-
mum wage was imposed in January 1978). Before
the 1990 hike, the fraction bottomed out at 16.1%.
Before the 1996 hike, it bottomed out at 17.3%.
Currently, 16% of teenagers are earning the mini-
mum wage. Whether a “17% rule” proves to be an
economic “law” is an interesting political-economic
guestion not given further consideration here.

A second observation is that between succes-
sive sets of hikes, this fraction has fallen at an
accelerated rate. Between 1981 and the next
hike in 1990, it fell at a rate of 10.2% per year
(estimated from a regression on the log of the
fraction). Between the hike in 1991 and the next
hike in 1996, it fell at a higher rate of 12.8%
per year, and between the hike in 1997 and
the end of 1999, it fell at an annual rate of
29.1%. The economy has apparently moved
faster and faster to “shake off” the effects of the
minimum wage.

The fraction of teenage workers earning the
minimum wage will be called “Frac_MW”. This
variable is used in two ways in this paper. First, it
is used as a minimum wage variable. Second, it is
used to measure the duration and relative strength
of a minimum wage hike. The minimum wage
variable used in this paper will be of this form:

Frac _MW, — Low(Frac _MW)

(2) MW, =AMW o —
Hi(Frac _ MW) - Low(Frac _ MW)

where the change in the minimum wage is its pro-
portional increase (at the time of the hike); the
low Frac_ MW is the lowest or baseline fraction
after the minimum wage hike (usually near 17%);
and the high Frac_MW is its highest value (usually
the percent at the time of the hike). Thus, the far
right-hand term, which | will refer to as the
“weighting” of the minimum wage, is like a decay
term: It compares the fraction’s current increase
over baseline with the total most recent increase
over the same baseline. It goes from one to zero
over the period after the minimum wage is in-
creased. When it equals one, the minimum wage
hike has its full impact; when it equals zero, the
minimum wage impact has returned to the level
before the minimum wage was increased.

To illustrate, suppose the minimum wage goes
up 10%. Before the minimum wage was increased,
suppose 25% of the teenage workforce was being
paid the minimum wage. Then, at the new higher
minimum wage, 45% of the teenagers are paid
the minimum wage, with this fraction falling to
35% in the subsequent year and to a low of 25%
in 2 years. The weight in equation 2 would be
calculated as (Frac_MW-0.25)/0.20. Initially, the
minimum wage variable equals 10%. In the sub-
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sequent year, it equals 5% (10% x 0.5). After 2
years, it equals zero.

The implicit assumption is that the fraction of
workers affected is proportional to this weighting.
Continuing the example, the greatest change in
the labor force due to a hike occurs when it af-
fects most workers (when 20% more workers are
affected compared with the fraction affected be-
fore the hike). In 1 year, the change is half of what
it was (when only 10% “more” workers are af-
fected), and** finally, in 2 years, the change has
disappeared (the affected workers return to 25%).
Although this assumption can be questioned, it is
preferable to assuming a fixed duration of an ar-
bitrary length. Figure 3 shows that the 1978-1981
set of minimum wages affected teenagers through-
out the 1980s. On the other hand, the 1996-1997
set of hikes had an effect lasting less than 4 years.

The AMW for the 1978-1981 hikes equals the
sum of the hikes occurring on or before the cur-
rent quarter. In 1979, the increase in 1979 was
combined with the 1978 increase since the sample
begins in 1979. In the tables, it will be referred to
as the “1979-1981” set of hikes to make it clear
that the sample period began in 1979. The high
and low Frac_ MW was chosen over the whole
period, its highest value occurring in 1981. The
other hikes were treated similarly.®

The change in the minimum wage was the change
in the federal or state minimum wage (using the
higher of the minimum wages). In addition, some
states increased their minimum wage earlier than
did the federal government, so the weighting was
shifted forward in these states to reflect this fact. States
whose minimum wage did not change in the years
of federal hikes were assigned a minimum wage vari-
able of zero. The values of the minimum wage vari-
able for those states where the federal minimum
wage was higher are shown in Appendix Table 2.

A potential criticism of the weighting method
used is that a growing economy, if its effects are
not controlled for, will cause the weighting to
decrease (as fewer workers are paid the mini-
mum wage). In this case, it might be found that
the minimum wage has a negative effect on la-
bor force participation while what is really dis-

covered is that labor force participation responds
to better working conditions. To avoid this prob-
lem, numerous steps were taken to control for
the effects of the business cycle (using an AR(9)
error structure, the inclusion of key variables re-
lated to the business cycle and the use of state-
specific time trends). In addition, the two main
episodes (1990 and 1996) took place in very dif-
ferent business environments, yet the minimum
wage had a similar negative effect in both. The
fact that the results match those from earlier epi-
sodes also is suggestive that the results reflect the
true effects of the minimum wage, controlling for
the effects of the business cycle.

One of the key variables in the regression is the
unemployment rate (for white males, ages 30-54),
which is used to control for the effects of the busi-
ness cycle (up to 7 lags). A desirable minimum
wage variable should be exogenous from the key
control variables in the equation (Card and
Krueger, 1995). A Granger causality test was run
over the three minimum wage variables (for each
hike, approximately over the period of each
variable’s effectiveness: 1979:1 to 1989:4 for the
1979-1981 hikes, 1990:1 to 1996:2 for the
1990-1991 hikes, and 1994:4 to 1999:4 for the
1996 hikes). The test was run for seven lags (be-
cause unemployment was lagged up to seven
periods in the regression). In testing the null hy-
pothesis that unemployment did not cause the
minimum wage variable, the highest levels of sig-
nificance reached by the F statistic were, respec-
tively, 77.2%, 8.8% and 13.8%. Unemployment
for white males ages 30-54 is not significantly re-
lated to the minimum wage variable.

F. The Choice of Period

Most panel studies of minimum wages use monthly
data. Unfortunately, monthly data result in small
cell sizes. With a small cell size comes measure-
ment error that can bias the results, particularly in
dynamic models.*® It also can be shown to bias
the tests for stationarity toward rejecting the
nonstationary null hypothesis.” One solution to
these problems is to use instrument variables, in
this case for lagged labor force participation. Be-
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cause the choice of variables to compose the in-
struments is somewhat arbitrary, this leaves the
results from the use of such instruments open to
guestion. Instead, a longer sampling period (a
quarter of a year being one period) was chosen.
The result is a larger cell size, which also reduces
other biases (see Harris and Tzavalis, 1999).

The use of quarterly data allows for a larger cell
size, which is particularly important for investigat-
ing the subcategories of teenagers. The variance
caused by measurement error can be approximated
by the mean of L(1-L)/N, averaged for each quar-
ter over the individual states, where L is the labor

force participation rate and N is the number of teen-
agers in the particular state’s quarter cell. The vari-
ance equals 0.002131, which is approximately 20%
of the variance in L (which equals 0.01073). The
figure for the normit of L is 0.01720, which is 24%
of the variance of the normit of L (which equals
0.07268). The corresponding percentages for
monthly data are much higher, at 35% and 40%.

Further gains could be achieved by using annual
data, but this loses too much of the minimum wage’s
effect because no hike since 1981 has occurred at
the beginning of the year. Another solution would
be to use national data, but F tests show the state

fixed effects to be highly significant.

Table 1
Test for Unit Root G. Tests for
Im, Pesaran, and Shin t-bar statistic for Panel Data Stationarity
Constant )
Variable Constant Plus Trend There is good reason to doubt re-
sults derived from using
*k **
LFPREEENS ..cvvievieieeieeieeee -2.550** ........ -2.693 nonstationary variables in time-se-
Normit of LFPR teens ................ -2.548** ....... -2.646** ries regression (see Granger and
Unemployment Rate for Newbold (1974) and Phillips
Prime Age White Males.............. 2.472%* ... -2.945%* (1986)). | tested the variables used
LFPR ages 30-39 .........cccoooreeeeen -1.992%% ...... -2.222 I the regression for stationarity, us-
Fraction of Teens g, 'g Zag ’ tE € dproci(;l;rSes recom-
in POPUIALION ....oeeoeeeveee 1552 ............ -2.015 mended by Enders (1995).
First Difference of Fraction The key variable is the labor
of Teens in Population ............... -3.146%* ... -3.637** force participation rate of teen-
Log Wage ages 30-39 .............. 120 e, -2.716%* agers (LFPRteens). Using quarterly
First Diff ; data, working down from a high
irst Difference o ;
number of lags, nine lags proved
- _ *% _ *%
Log of Wage. 30-39 ., 3.403** ........ 3.528 t0 be significant. With nine lags, |
Log Per Capita could not reject the null hypoth-
Personal Income............c........... -0.928............ -1.961 esis that the residuals were sta-
First Difference of Log Per tionary white noise. Examination
Capita Personal |nC0me ............. '3.189** ........ '3.128** of the data indicated a Structural
Fraction of Employed break in 1989. This break most
Teens At Minimum Wage .......... -0.081............ -3.140** likely is related to a change in the
** Significant at 1% level using table from Im, Pesaran and Shin (1997). CPS coding, when unemploy-
Unmarked statistics are not significant at the 10% or better level. Labor force ment was changed from “looking”
and unemployment regressions include dummy variable for break in 1989. f | t to “looking”
The fraction of employed teens at the minimum wage includes dummy vari- Or_ emp (_)ymen 0 “looking™ or
ables for breaks starting in 1990:2 and 1996:4 (when federal minimum wage being “laid off.”
(h:”fS Ton:merfwed). d col 1.81 (1%), -1.73 (5%), and -1.68 (10%) The Im, Pesaran and Shin t-bar
ritcal values tor second column are -1. 0), -1. 0), and -1. 0).
Critical values for third column are -2.44 (1%), -2.36 (5%), and -2.32 (10%). test (199_7) for panel data was
used. This procedure runs the
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Table 2
Regression on Normit of Teenage Labor Force Participation
1983:1-1999:4

Variable (lags) Coefficient Std. Error T-Statistic Probability
AMW 1979-81................ -0.2213 .., 0.0609 ............... -3.632..ci 0.0003
AMW 1990-91................ -0.2053 ... 0.0451 ............... 4547 0.0000
AMW 1996-97 ................ -0.1630 .....oevvvreeneee 0.0798 ......eune.n. -2.040........ 0.0414
A Fraction Teens
in Population................... -0.1643 ... 0.1544 ............... -1.059..... 0.2901
A Log Per
Capita Income.................. 0.29349 .............. 0.1817 .......uueeee 1614 ... 0.1066
ALog Wage 30-39 .......... -0.0343 ... 0.0333 ... -1.028....ccei 0.3040
Unemployment rate ........ -0.6450 .....oevvvveennnn. 0.1688 ............... -3.8233... 0.0001
Unemployment (-1)........ -0.1840 ......oevvuenees 0.1699 ......cc...... -1.083.....c 0.2728
Unemployment (-2)......... -0.0155 ..., 0.1707 ...evveennnnnn. -0.091.................. 0.9278
Unemployment (-3)......... -0.4086 ......cccceveueee 0.1692 ............... -2.408.........ee 0.0161
Unemployment (-4)......... -0.5323 ... 0.1689 ............... -3.164...... 0.0016
Unemployment(-5).......... -0.5426 ......couvveee 0.1671 ............... -3.254 . 0.0012
Unemployment(-6).......... 0.1295 ... -0.1641 .............. 0.756 ...ooovviiiiiinnnns 0.4300
Unemployment(-7) .......... -0.3707 ccoeeeiiiiis 0.1604 ............... 2315 0.0208
LFPR 30-39 ....ccooeiiie. 0.0774 ........c.ecee. 0.1143 ............... 0.674 ... 0.5003
LFPR 30-39 (-1)............... 0.1035 ....ooviiiiiiiis 0.1143 ............... 0.906.......cccvvveeenn 0.3651
LFPR 30-39 (-2)............... -0.2104 ... 0.1148 ............... -1.834.... 0.0667
LFPR 30-39 (-3).......cnneee 0.1294 ......ovviiins 0.1152 ............... 1.123 ... 0.2612
LFPR 30-39 (-4)............... 0.0432 ...coovviiiiis 0.1143 ............... 0.378 ..o 0.7053
SHIFT 1989..................... -0.0263 ......ooeviiiee 0.0111 ............... 2391 0.0169
Other Variables: Seasonal Dummy Variables, State Fixed Effects, State Specific Time

Trends, Indicator variable if state had higher minimum wage;

Error Structure: AR to 9 Lags,® Weighted Regression

Adjusted R-square 0.7877, Durbin-Watson statistic 2.019

augmented Dickey-Fuller test separately on each
panel member (here, states). The change in the
key variable is run on its level and past changes
(here, nine lags). The t-statistic for the variable’s
level, if it is significant, results in a rejection of
the null hypothesis that the process is not sta-
tionary (that is, it results in “accepting” the se-
ries as stationary). The Im, Pesaran, and Shin
t-bar statistic is the average of these t-statistics
over panel members. | report two versions of
this statistic in Table 1: The first is for the deter-
ministic term being a constant, the second is
for having a constant plus a linear time trend.
The labor variables include a dummy variable
for the 1989 break (equal to 1 after 1989, 0
before). Table 2 shows the results for all the vari-
ables used in the regressions.

To assure that they are stationary, the first differ-
ence of per capita income (in log form) of the frac-
tion of teenagers in the population and of the wage
rate (in log form) were used in the regressions.

IV. THE IMPACT OF
MINIMUM WAGES ON LFPR

A. The Effect on Teenagers

The labor force participation rates were calcu-
lated for each state and quarter from 1979
through 1999. For purposes of these data, a
teenager is defined as a person 15 to 19 years
old. Regressions were run on the normits of
the labor force participation rate. These results
used a two-step process to weight the second-
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stage regressions. The weight equals the inverse
of an approximation of the variance (see
Greene, 2000):
©) D(L*)  (1- B(LY)

Nit b ¢2 (L*)
where L* is the predicted labor force participa-
tion rate from the first step, @(*) is the normal den-
sity, and ®(*) is the cumulative normal distribution.
Amemiya (1985) has shown that this procedure
has the same asymptotic distribution as the maxi-
mum likelihood estimator. The second set of state
regressions is estimated using conditional maxi-
mum likelihood (given the weighting from the first
step).2® As noted above, the weighting procedure
produced homogenous variances across states. Al-
ternative weighting by a feasible generalized least
squares (FGLS) estimate of the cross-sectional vari-
ances gave very similar results.

Table 2 shows the results of the weighted re-
gressions for teenagers. Appendix Table 1 shows
the mean and standard deviations of all variables.
The minimum wage variables are those discussed
above: The sequentially summed increases in the
minimum wage over the period, weighted by the
relative impact measure derived from the fraction
of teenagers receiving the minimum wage. Ap-
pendix Table 2 shows the value of this variable
for the states with the federal minimum wage.

All minimum wage hikes had a significantly nega-
tive impact on the labor force participation rates of
teenagers. | discuss the sensitivity of these results to
the form of the regression in subsequent sections.

The fraction of teenagers in the working popula-
tion (the ratio of teenagers to persons ages 15 to 54)
was insignificant. Increases in personal per capita
income were modestly significant and positive. Most
likely, this reflects an overall income effect on the
demand for teenage labor in the economy. The
change in the log of wages (of adults 30 to 39 years
old) was insignificant. This insignificance was true of
other wage variables (including the wage rate of
adults ages 20-24, 25-29, and even the teenage wage
rate) in alternative versions of this equation.

The set of unemployment rates was highly nega-
tive and significant. The minus terms in parenthe-
ses indicate how many periods the variable was

lagged. Unemployment rates proved to be signifi-
cant up to seven lags. This may in part reflect the
delay between an upturn in the economy and the
increase in teenage employment.

The set of labor force participation rates (for ages
30-39) was significant only at the second lag (this
varied for other groupings of teenagers). The un-
employment variables evidently captured most of
the relevant shocks to the labor market.

The shift variable (reflecting the change in the
way unemployment was treated in the CPS sur-
vey after 1989) was also significant. A Chow break
test'® was run on the data. The results (F = 1.50,
p = 0.0002) indicate that the nature of the equa-
tion changed between these periods. Running
the regression over the 1979-1988 period alone,
the 1979 minimum wage variable became insig-
nificant (-0.3551, with a standard error of
0.2583, t =-1.41, p = 0.157). This was mainly
due to the dropped quarters due to the 7 lags in
the unemployment variable. In this subsample, lags
5, 6 and 7 were insignificant (a test failed to reject
the null hypothesis that their combined value was
zero, with an F of 0.125, p = 0.772). Running the
same regression with only four lags in the unem-
ployment variable, the 1979-1981 hikes had a sig-
nificantly negative estimated impact (-0.2862
(0.1441), t = -1.99, p = 0.0471). Running the
regression from 1989 through 1999 did not change
the negative effect of the subsequent minimum
wage hikes (for the 1990-1991 hikes, —0.2129
(0.0499), t = -4.26, p < 0.0000; for 1996-1997
hikes, —-0.1714 (0.0789), t =-2.17, p = 0.0300).

Both the constant term and the linear time
trend were treated as state-specific effects. The
null hypothesis, that the state fixed effects do not
make a significant contribution to explaining the
variation in the dependent variable, was rejected
with an F statistic of 412.2 (p < 0.0000). The
null hypothesis that separate linear time trends
(one for each state) do not make a significant
contribution (compared to a common time trend)
was also rejected, with an F statistic of 131.9 (p
< 0.0000). Apparently economic conditions
varying from state to state have a significant im-
pact in the overall relationship between minimum
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wages and labor force participation rates.

The estimates of the minimum wage’s impact
were similar for various forms of the estimating
equation. For example, removing the labor force
participation rates of 30- to 39-year-olds left the
effects unchanged (for the respective set of hikes,
the coefficients are —0.2276 (p = 0.0001), —0.2052
(p < 0.0000), -0.1622 (p = 0.0423)). Removing
the AR(9) error structure also had little effect ex-
cept for the first set of hikes (for the respective hikes,
the coefficients are -0.1079 (p = .0123), -0.2138
(p = 0.0000), —0.1561 (p = 0.0464)). Replacing
the state-specific time trends with a common trend
also had little effect (for the respective hikes, the
coefficients are —0.1615 (p = 0.0298), -0.1703
(p = 0.0004), —0.1765 (p = 0.0262)).

Replacing the fixed effects and the state-specific
time trends with a common intercept and time
trend reduced the size and significance of only the
first set of hikes (for the respective hikes, the coef-
ficients are —0.1305 (p = 0.1225), -0.1903 (p =
0.0002), -0.1791 (p = 0.0168)). Since the fixed
effects and state-specific time trends are signifi-
cant, these results can be discounted. Over a
variety of specifications, therefore, minimum
wages significantly reduced the teenage labor
force participation rate.

On the other hand,

sible to discern the true impact these hikes had.

The 1996-1997 effects were also smaller in the
unweighted regression (-0.1227, p = 0.1634). An
alternative weighting (using a FGLS estimator of
the cross-sectional variances) produced a more sig-
nificant coefficient for the 1996-1997 hikes (with
—0.1401, p = 0.0594, with the other sets of hikes
also being highly significant and negative: —0.1409,
p = 0.0040; —0.1899, p = 0.0002). In addition,
using the White heteroskedasticity-consistent esti-
mator, the 1996-1997 hikes’ coefficient was even
more significant (-0.1401, p = 0.0224). The use of
weights (by eliminating heterogeneity and by giving
greater weight to the cells with larger sample size)
makes the estimations more precise, allowing the
1996-1997 hikes’ effects to be discerned. The
weighted regression on labor force participation rates
(not their normits) gave similar results.?* The choice
to apply weights is important, but the particular set
of weights used does not seem to matter.

Running the regression with monthly data
showed that the minimum wage had a negative
effect. The coefficients were much more varied
in size, giving what appear to be unreasonable
results (for example, the set of hikes with the small-
est increase in the minimum wage (the 1996-1997
hikes) had the most negative impact).?

removing the unem-

Table 3

ployment rates re-
duced the significance
of the 1996-1997 hikes
(for the respective
hikes, the coefficients
are -0.2631 (p =
0.0001), -0.3159 (p <
0.0000), and —0.0976
(p = 0.2229)). The
1996-1997 hikes took
place in an economic
expansion. | interpret
this as saying that with-
out controlling for the
business cycle with this
set of lagged unemploy-
ment rates, it is not pos-

Effect of Minimum Wages on Alternative
Measure of Teenage Labor Force Participation

Dependent Variable: Normits of Ratio
of Teenage LFP to Population 1983:1-1999:4

Employed plus those making contact with employer or employment agency

Variable Coefficient  Standard T-Statistic Probability
Error
AMW 79-81 .......... -0.1857 ......... 0.0531 ....cceevennee -3.497 ... 0.0005
AMW90-91 .......... -0.1573 ......... 0.0447 ... -3.520 ... 0.0005
A MW 96-97 .......... -0.1113 ......... 0.0797 ...covvvveee -1.398............. 0.1622
Regression: 1994:1-1999:4
A MW 96-97 .......... -0.2018 ......... 0.0719 ....ccceeee -2.805............. 0.0051

Equation is identical to that shown in Table 2.
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Table 4

Effect of Minimum Wages on Teenage Employment as a base the 1979

Dependent Variable: Normit of Ratio of Teenage LFPR of 0.5278).

Employment to Population 1983:1-1999:4 The elasticity of L to

] o o N MW for this set of
Variable Coefficient Standard Error T-Statistic Probability | o \was —0.167.
AMW 79-81 .......<0.3647 wovvov. 0.0622 oo, “5.861 v, 0.0000 For the 1990-1991
AMW 90-91 .......<0.2652 w.ovvoooo... 0.0469 oo "5.649 oo 0.0000 set of hikes, the
AMW 96-97 .......-0.0795 o.ovovv.. 0.0823 oo, 0.9646 ............ 0.3348 teen labor force

Equation is identical to Table 2’s, except for the elimination of the labor force

participation rates of 30 to 39 year olds.

participation rate
went down by
2.07 percentage

Regressions were also run with state-specific
Frac_MW.2® Using this variable in place of the
minimum wage variables used above in a regres-
sion similar to those in Table 2: the coefficient of
the state-specific Frac_MW was —0.0458, with a
standard error of 0.0247, a t-statistic of —1.848,
and p = 0.0647. The state-specific Frac_MW is
estimated from a small sample. As a result, its co-
efficient may be understated due to the measure-
ment error. To test this hypothesis, a three quarter
average of Frac_MW was used, centered on the
current period (the average of lead, current and
lagged Frac_MW). The coefficient in this case was
more negative and significant: —0.1313, with a
standard error of 0.0357, a t-statistic of —3.658,
and p < 0.0003. These results show that as more
teenagers are affected by the minimum wage,
fewer of them want to work.

These results are for the normits of the teenage
labor force participation rate. The relationship
between these coefficients and the change in the
actual labor force participation rate (L) is:

dL
4) amw o(L)ep
where @(L) is the density of the normal curve at L
and [ is the coefficient of the minimum wage (or
whatever variable is of interest). For example, if
L = 0.5, ¢(0.5) = 0.3989.

Table 9 summarizes the adjusted minimum
wage coefficients and the respective elasticities,
for all tables in this paper.

Using the results from Table 2, for the 1978-1981
hikes, the teen labor force participation rate went
down 3.615 percentage points, or by 6.85% (using

points, or by 4.09%
(using the 1989 LFPR of 0.5059 as the base). The
elasticity of L to MW for this set of hikes was —0.162.
For the 1996-1997 hikes, the teen labor force par-
ticipation rate went down by 1.31 percentage points,
or by 2.78% (using the 1995 LFPR of 0.4712 as the
base). The elasticity of L to MW for this set of hikes
was —0.138. The elasticity of labor force participa-
tion rates to the minimum wage is in the range of
the elasticity of employment to the minimum wage
in Brown et al. (1982).

It is of interest to compare these estimated im-
pacts with those estimated from using Frac_ MW.
The 1978-1981 hikes increased Frac_ MW from 18%
to 54%. The Frac_MW’s adjusted coefficient, con-
verted to elasticity form, is —0.109, implies that this
decreased the LFPR of teenagers by 3.9%. The 1990-
1991 hikes increased Frac_ MW from 16% to 40%:
This implies a 2.6% decrease in the labor force. The
1996-1997 hikes increased Frac_ MW from 16% to
36%: this implies a 2.2% decrease in the labor force.

These results (3.9%, 2.6%, and 2.2%) approximate
the results derived from Table 2 (6.8%, 4.1%, and
2.8%), Thus, two different forms of estimating the
impact of minimum wages yielded similar results.

One criticism of using labor force participation
(the sum of employed plus unemployed) is that
the number of unemployed is based on the num-
ber of positive responses to what can be consid-
ered a vague question: “Have you looked for
work?” Looking for work can include anything from
looking at want ads to visiting employers. To an-
swer this criticism, a regression was run on a more
restrictive measure of the labor force participation
rate. In addition to the employed, this measure only
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adds as unemployed those who directly contacted
employers or who contacted an employment agency
(either public or private). Omitted are those who
only contacted friends or relatives, contacted school
employment centers, sent out resumes, filled out an
application, looked at ads or took job training. Over
the sample, the LFPR of teenagers averaged 48.06%;
the more restrictive measure averaged 46.99%. Since
the employment rate of teens was 40.01%, using
the more restrictive measure reduced the measured
unemployment rate from 16.8% to 14.9%.

Table 3 shows the results. The minimum wage
had a significantly negative effect for all hikes ex-
cept those in 1996-1997. In 1994, the CPS changed

their questions to the unemployed regarding their
method of seeking work.?* To determine if this
change could explain the weak 1996 results, the
regression was run on data from the period 1994:1
to 1999:4. Taking into account this change, the
1996-1997 set of hikes did have a statistically nega-
tive effect on the restricted LFPR of teens.

Although the focus of this study is on labor force
participation rates, a similar regression was run over
teenage employment (only the labor force partici-
pation variables were removed). The results are
shown in Table 4.

The effects on employment for the 1978-1981
hikes and the 1990-1991 hikes are large, negative,

Table 5
Effect of Minimum Wages On Various Teen Groups
(Standard Error in Parentheses)
Regression Form: See Table 2
GROUP A MW79-81 A MW90-91 A MW96-97 State Specific
FRAC_MW
(separate
regression)
Teens 15-17 -0.3052............ -0.1923 ............. -0.1815................ -0.0702
(0.0827)........... (0.0584) ............. (0.1009)........c...... (0.0475)
p= 0.0002....... p= 0.0010 ......... p=0.0722............ p=0.1397
Teens 18-19 -0.0365............ -0.1612 ............. -0.1044................ -0.1574
(0.0905)............ (0.0684) ............. (0.1264)............... (0.0540)
p=0.6863........ p=0.0185 .......... p=0.4088............ p=0.0036
White Teens -0.2886............ -0.1652 ............. -0.1824................ -0.1508
(0.0637)........... (0.0473) ............ (0.0860).............. (0.0391)
p<<0.0000........ p=0.0005 .......... p=0.0345............ p<<0.0001
Black Teens +0.1572.......... -0.2861 .............. -0.2721.....e -0.1042
(0.2770)........... (0.1225) ............. (0.2098)............... (0.0665)
p=0.3745........ p=0.0197 .......... p=0.1945............ p=0.1176
Male Teens -0.1486............ -0.2120 .............. -0.2746.............. -0.1747
(0.0796)........... (0.0593) ............. (0.1069)............... (0.0465)
p=0.0621........ p=0.0004 .......... p=0.0102............ p< 0.0002
Female Teens -0.3230............ -0.2253 ... -0.0602.............. -0.1161
(0.0823)........... (0.0600) ............. (0.1081)............... (0.0482)
p=0.0001........ p=0.0002 .......... p=0.5775............ p=0.0160
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and significant. On
the other hand, the
1996-1997 hikes

Table 6

Effect of Minimum Wages on Young Adults Ages 20-24
Dependent Variable: Normit of Labor Force Participation Rate

had a small and in- Variable Coefficient  Standard Error  T-Statistic Probability

significant effect.?

In the standard A MW 79-81 -0.0829 .......... 0.0885 ........... -0.9367 .....cenee. 0.3490
- A MW 90-91 -0.0378 .......... 0.0486 ........... -0.7739 .. 0.4390

model 9: b | AMW 96-97 +0.1231.........0.0985 ........... +1.2485 ............ 0.2119

W_a‘i!es’ It wou .e A Fraction of

difficult to explain young adults

whythe 1996-1997 | iy population +0.5182......... 0.1647 ........... +3.146 ............... 0.0017

minimum  wage

hikes did not in- State-Specific

crease labor force Frac_ MW for

participation rates. If | young adults

employment re- (separate regression) .....-0.0772 .......... 0.0884 ........... -0.9137 ............... 0.3610

mained unaffected
while wages were
increased, the stan-

Equation is identical to Table 2’s, except fraction of young adults in population is
used in place of fraction of teenagers. 1983:1 to 1999:4

dard model would
lead one to expect
that more people would want to work, especially
because this was a period of expansion. The fact
that this did not occur suggests that forces other
than employment affecting labor force participa-
tion played an important role. An interesting possi-
bility is that employers have over time shifted more
toward adjusting to the minimum wage by chang-
ing nonwage compensation instead of employment.
The use of computers for monitoring workers and
other changes in labor market conditions may be
making this possible.

B. The Impact of the
Minimum Wage on Labor
Force Participation of Specific
Groups of Teenagers

Using the form of the regression in Table 2, the im-
pact of the minimum wage was estimated for differ-
ent groupings of the teenage population.?® As
teenagers are divided into different groups, the sample
size becomes smaller. Consequently, the results are
more subject to measurement error. It is not surpris-
ing that groups with the fewest numbers in the sample
(for example, blacks) did not have significant results.

The form of the regression is that used in Table 2.

Table 5 shows the results for two sets of minimum
wage variables. The first is for the combined hikes,
the second is for the state-specific fraction of employed
teenagers at the minimum wage (averaged over three
periods, centered on the current period).?”

The effect of minimum wages on blacks was mar-
ginal.22 Whites, males, and females were all nega-
tively affected. Only the older teenagers appear to
have been less negatively affected by the minimum
wages. The Frac_ MW variable had a significantly
negative effect on all groups except blacks and teen-
agers ages 15to 17.

C. The Effect of Minimum
Wages on Labor Force
Participation of Other Groups

The impact of the minimum wage on young adults
(ages 20 to 24) was also investigated. The fraction
of young adults at or below the minimum wage
was used in the weighting of the minimum wage
variables. Table 6 presents the results. The mini-
mum wage had no significant effect on this group.
This is confirmed by the separate regression run
with the state-specific Frac_MW variable (measur-
ing the fraction of young adults earning the mini-
mum wage). Of the other variables, the change in
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the fraction of young adults in the population had
a significant positive impact, corresponding to the
results found in Neumark and Korenman (1997).

A similar regression was run to see if the minimum
wage variable (without the weights in equation 2)
lagged for 1 year, 2 years, 3 years or 4 had any effect
on the labor force participation of this group. This is
an indirect test of whether the minimum wage in-
duced substitution of leisure time toward one’s older
years. If this did occur, then the reduction in labor
force participation by teenagers could be explained
by an inward shift in the supply curve. All lags, to-
gether or separately, were highly insignificant.

A regression was also run on high school gradu-
ates and, separately, on high school dropouts, ages
18 to 24. To weight the minimum wage variables,
the fraction of employed teenagers earning the mini-
mum wage or less was used (results are similar to
using the fraction of young adults). Table 7 shows
the results, which are mixed overall. Graduates ap-
pear to have fared worse (the combined minimum
wage variables were negative with a significance level
of 0.065, whereas for dropouts, they were positive
with a significance level of 0.55). This result, how-
ever, may be due to the low number of dropouts (a
mean cell size of 42, compared with 175 and 118

Table 7
Effect of Minimum Wages on High School
Dropouts and Graduates Ages 18-24
(Standard Error in Parentheses) Regression Form: See Table 2
GROUP AMW79-81 AMWO90-91 AMWO96-97 State-Specific
FRAC_MW
(separate
regression)
Dropouts............... +0.1218 ... -0.1631 .....ccuveee +0.1616 ................ -0.1472
(0.21091) ....oevvuveennnee (0.0759) ..oeeeireenne (0.1450) ....eevvvennne (0.0633)
p= 0.2643 .............. p= 0.0319 ........... p=0.2653 .............. p=0.0201
Graduates ............. -0.1144 ... -0.0400 .......c.ueee.. -0.0723 ... -0.0839
(0.0665) .....ccevveenee (0.0470) ...oeevuvenne (0.0919) ....eevviienne (0.0377)
p=0.0855 ............... p=0.3945 ........... p=0.4318 .............. p=0.0261
Table 8
Effect of Minimum Wages on Teenagers Ages 16-18, Labor Force
Participation (Normit Form) Based Upon School Attendance
(Standard Error in Parentheses)
Regression Form: See Table 2, Summer Quarter Excluded
GROUP AMWO90-91 AMWO96-97 State-Specific
FRAC_MW
(separate regression)
Attending School .................... -0.0751 .., -0.0650 .....cuvieieieeneann. -0.0715
(0.0236).....ccevveeennnen. (0.0422) .. (0.0517)
p= 0.0014................. p=0.1240........ccuervn.e. p=0.1670
Not Attending School ............. -0.2490 ..., -0.0901 ..., -0.0753
(0.0549).....cceviiiennn. (0.0999) ...ovvvveiiiiee (0.1183)
p=0.0000 ................. P=0.3637 ....0oeerirrennnn p=0.5350
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for graduates), resulting in a large sampling error. Both
groups appear to be significantly and negatively af-
fected by the state-specific Frac_ MW.

D. The Effect of
Schooling Status

Beginning in 1984, the CPS asked if a person 16 to
24 years old was attending or enrolled in school (high
school or college) last week. If the person was cur-
rently on a holiday or school vacation, then they
counted as being enrolled. On the other hand, if
they were on summer vacation, they were not
counted as being enrolled. Consequently, this ques-
tion can only be used during the school year to dis-
tinguish between those in and those out of school.
To account for this, the sample was taken only over
the school year (excluding the months of June, July
and August). The data are still in “quarterly” form,
but the quarters have been redefined to fit the school
year (for example, March, April and May are com-
bined into one of the new quarters). The sampling
for all variables is for the newly defined quarters.

The labor force participation rate for teenagers
ages 16 to 18, both for those in school and those
not in school, was calculated for 1984 through 1999.
Regressions similar to those above were run, with
one important exception: The number of observa-
tions proved to be insufficient to estimate an error
structure taking into account the absence of the sum-
mer quarter. This may not be a serious problem since
the absence of autoregression in the error term did
not affect the results for teenagers. Because of the
1984 start date, the variable reflecting the 1978 set
of minimum wage hikes was not included.

Table 8 reports the results from these regres-
sions. The state-specific FRAC_MW is the aver-
age of the forward, current, and previous quarters
(results were similarly insignificant for the current
FRAC_MW). The results for the 1990-1991 hike
show that the minimum wage hike more nega-
tively affected those not attending school. This cor-
responds to the results for high school dropouts
(compared with high school graduates). This set
of hikes also decreased employment (especially
when compared with the 1996-1997 hikes).

E. A Summary Table

Table 9 summarizes the results from the tables
above, making the adjustments shown in equa-
tion 3. The first number shown is the adjusted
coefficient. The second number is the elasticity of
LFPR with respect to the minimum wage. The fi-
nal number is the significance level. The results
for state-specific Frac_MW are from a separate
regression. It shows the effect of its three-quarter
averaged value, centered on the current quarter.

Two results emerge from the table. First, older
groups are less affected by the minimum wage.
Second, the minimum wage did not significantly
affect any group positively.

V. CONCLUSION

One of the challenges of measuring the effects
of the minimum wage is to find a way to deter-
mine how many workers it affects and for how
long its constraint on wages persists. The frac-
tion of teenagers earning the minimum wage
both empirically and logically measures this con-
straint. A second challenge is to control for the
effects of the business cycles. | argue that the
many steps taken (including using AR(9) and
using multiple lags in the unemployment rate
and in other variables related to the business
cycle) meet this objective.

The findings in this paper, when combined with
past studies, make a strong case that the mini-
mum wage decreases labor force participation.
This effect may not be solely due to its negative
effect on employment. | suggest that firms also cut
back on nonwage compensation. In addition, if
the minimum wage also reduced job turnover, the
cost of looking for work would be higher. | argue
that the decline in labor force participation re-
flects the minimum wage reducing the value of
being in the labor force for most workers. Since
the minimum wage apparently decreases labor
force participation, those who argue that the mini-
mum wage makes workers better off are left to
answer the question, “If that is so, why don’t more
people want to work?”
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Table 9
Summary of Adjusted Coefficients
Adjusted Coefficient
Elasticity
Significance Level
GROUP 1978-1991 1990-1991 1996-1997 Frac_ MW
Hikes Hikes Hikes
Teens All .....oocveeiiieiiiee, —0.088......cccveen -0.082 ... —0.065 .....ceeeuneen. -0.052
—0.167 . -0.162 ........c...... —0.138 ..o -0.109
0.0003......cceeeueee. 0.0000.............. -0.0414 ................ 0.0000
Teens 15-17 ...ooocvveviieennnen. —0.116 ..ooeiieee. -0.078 .....coee —0.069 ......ceeennen. -0.027
—0.310 .. -0.195 .....ccoce. -0.184 ... -0.071
0.0002.......cceeuveee 0.0010............... 0.0722 .....ccoevene. 0.1397
Teens 18-19 ......ccccevvveeenen. -0.013 ..., -0.059 ..o —0.038 .....ccvveene. -0.058
—0.020.....ccevvrennn -0.090 ........c...... —0.059 ....cccviennn. -0.088
0.6863......ceeeeunnen. 0.0185............... 0.0030.....ccceeeneee. 0.0036
Young Adults 20-24 ............ +0.024 ..o -0.011 ............... +0.036 .....cocevnee. -0.023
+0.031 ..o -0.014 ....ccceenes 0.046 .....cuvvennee. -0.029
0.3490......ccceeeunnn. 0.4390......cc....... 0.2119 .....cceeeneee. 0.3610
White Teens .........cccceeveennne. —0.115 ... —-0.066 ............... —0.131 .o -0.060
-0.228 ..o -0.131 ... —0.259 ..o, -0.119
0.0000.......ccceeruneee. 0.0005............... 0.0345.....cccoeenenen. 0.0001
Black Teens ........ccccccveennene. +0.058 ..o -0.106 ........c...... —0.100 ...covvriennnnn. -0.038
+0.168 ......ccveee -0.305 ....ccuvennen —0.290 ...ooviiiennn. -0.111
0.3745....cccoiien. -0.0197 ..o 0.1945......ccccenee. 0.1176
Male Teens.......cccocveerunennne —0.059....cccciiiin —-0.085......ccne. —0.110 .cevvieeen. -0.070
—0.120 ...ceeiiiie -0.172 oo —0.222 oo -0.141
0.0621.....ccvvvenneen. 0.0004............... 0.0102.......ccnueee. 0.0002
Female Teens ..........ccccueeee. —0.129 ... -0.089............... -0.024 ................. —-0.046
—0.275 i -0.191 ............... —0.051 ....covvenen -0.099
0.0001......cceevnneen. 0.0002............... 0.5775 oo 0.0160
High School
Dropouts 18-24 ................. +0.046 ..o -0.061 ............... +0.061 ................ -0.056
+0.074 ..o -0.098 ............... +0.099 .....ccceee -0.090
0.2643.....ccvveeen. 0.0319.....ccc.ee. 0.2659 ......cceeneee. 0.0201
Continued on next page...
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Table 9 (Continued)

GROUP

Frac MW

High School Graduates

Teens Attending School

Teens Not Attending

18-24 ..o

16-18 ...

School 16-18 .................

1978-1991 1990-1991 1996-1997

Hikes Hikes Hikes
..... -0034.................. =0.012................ =0.022 .........
—-0.044 ..o -0.015......cc...... -0.028 .........
0.0855.....ccccevueenn. 0.3945............... 0.4318 .........
....... N/A ..ccooevvenn.. =0.0274 ............. =0.0237 ........
-0.0641 ............. -0.0554 ........
0.0014 ............... 0.1240.........
....... N/A ... =0.0779 ............. =0.0282 ........
-0.1118.............. -0.0405 ........
0.0000............... 0.3674 .........

....... -0.0230
....... -0.0330
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Endnotes

' Williams and Mills (1998) also use current time-series methodology. Using vector autoregression to analyze
the effects of minimum wages on the employment rates of teen males and females, they found a significantly
negative effect. See also Parks and Ratti (1998) who looked at aggregate data for the years 1954 to 1992. They
found the minimum wage had no effect on teenage employment. The reasons for this nonsignificance may be the
use of aggregate data.

2 Many different search models have been applied to minimum wages. Wessels (1980a and 1980b) presents
a very simple version. Thomas Carter (1998) analyzes Rebitzer and Taylor's efficiency wage model (1995) showing
that when the minimum wage increases employment in this model, job searchers are made worse off (V goes down).
Lang and Kahn (1998) present a bilateral search model with heterogeneous workers where the minimum wage
makes low productivity workers worse off while not enhancing the welfare of more productive workers. Mortensen
and Burdett (1989) present an equilibrium model where larger firms pay higher wages and have lower turnover
while smaller firms are, in a sense, more competitive, paying a wage closer to V. While they definitely do not come
to this conclusion, a minimum wage lowering V would make all workers in their model worse off.

3Besides employment, some of the minimum wage literature has focused on unemployment, using the criteria
that "if unemployment goes up, workers are worse off.” Unfortunately, this is not the case. If unemployment went
down, as long as employment does not increase, L must be lower and we can conclude that labor force entrants
are definitely worse off. If unemployment went up, only if it goes up enough to increase L can we say that it makes
workers better off. Readers of the minimum wage literature will realize that this is exactly opposite of how changes
in unemployment have been interpreted. A better variable for detecting the change in V is labor force participation.

4The reduction of work hours most likely go hand-in-hand with increased work pace and forcing workers to work
off the clock. Neumark, Schweitzer and Wascher (2000) found that the minimum wage reduced work hours of low-
wage workers to the extent that earned income declined.

>Neumark and Wascher (1998) review the literature on this subject and present evidence that the minimum
wage does reduce on-the-job training. Acernoglu and Pischke (1999) found no effect. Both used the presence of
a formal training program as the dependent variable.

®Wessels (1980a and 1980b) found that the minimum wage increased the quit rate in low-wage industries. It
was also found that the quit rate went up more, the lower the wage the industry paid. Unfortunately, turnover data
is no longer available to verify if this pattern occurs today.

7 When | investigated the effects of minimum wages on turnover rates in lower-wage industries in 1981, | could
find no consistent patterns (these results were not published). Turnover data is no longer available to see if this
pattern persists. The only other evidence | could find is in Light and Ureta (1990) who estimated hazard functions
for voluntary job terminations. They estimated these functions for persons, who at the start of their sample, were
in their first job and whose ages ranged from 14 to 24. They controlled for industry and many other factors affecting
voluntary terminations. They also included a set of yearly dummy variables. The years in which the minimum wage
was increased (in this case, 1967-1968 and 1974-1976) either had the same termination rates as other years or,
when significant, a lower rate. As the goal of the paper was other than the effects of minimum wages, these results
are by no means definitive.

8See Neumark, Schweitzer and Wascher (1998) for a discussion of the literature on the impact of minimum
wages on family income. The overall result is that the minimum wage has little impact. Even the positive impacts
that are found are too small to have a substantial income effect. See also Addison and Blackburn (1999) who found
a positive effect for junior high dropouts. They also found some support for the minimum wage increasing the
income of teenagers.

° A normit is the normal equivalent deviate (Greene 2000, p. 836). If the labor force participation rate is P and
the normal distribution is F(z), then the normit of Pis z .

19 See Bera and Jarque (1981). The statistic weights skewness and kurtosis around their normal value. It has a
chi-squared distribution with two degrees of freedom under the null hypothesis of normally distributed errors.

" Bartlett (1937). The test compares the logarithm of the weighted average variance with the weighted sum
of the logarithms of the variances. Under the joint null hypothesis that the sample is normally distributed and that
the subgroups have equal variances, the test statistic is approximately distributed with a chi-squared distribution.

12 Burkhauser, et. al. (1998) extensively review the various regression models used in the minimum wage
literature. The form shown here was used in Card, Katz and Krueger (1994), Neumark and Wascher (1992), and
Card and Krueger (1995).

'3 An alternative method is explored in Baker et. al. (1999). The method presented here has the advantage of
being based on a direct measure of the number of affected workers.
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' This was not true for the 1978-1981 set of hikes. In May 1978, 54.8% of working teenagers were being paid
the minimum or less, compared to 48.2% in January 1979, 50.35% in January 1980, and 52.17% in January 1981.
Note that before 1979, wage data was only available in the May CPS.

'> An alternative is to sum the hikes and use this sum from the start (which may be appropriate, depending on
the nature of adjustment costs). This form of the variable gave very similar results to the variable used here (which
adds the hikes as they occur).

'6 See, for example, Hsiao (1979) and Collado (1997).

7 The small sample properties of measurement error and the ADF test have not been dealt with in the
econometric literature to my knowledge.

'8 The weighting was so that the unconditional residual of each lag was weighted by weights from its period.
In theory, this assures that the residual structure has the same stationary structure across all periods.

1% See Greene (2000), pp. 287-293. The Chow test compares the restricted residual sums of squares from the
regression run over the whole period with the sum from separate regressions run over the subperiods.

29 The AR coefficients are:

coef. std. error t p
AR(1) ... -0.019581 ......... 0.018682 .......... -1.048076 ............ 0.2947
AR(2) .......... -0.050493 ......... 0.018739 .......... -2.694491............. 0.0071
AR(3) ..o -0.009292 ......... 0.018736 .......... -0.495957 ............. 0.6200
AR(4) ... 0.186987 .......... 0.018703 ........... 9.997599 ............. 0.0000
AR(5) .......... -0.0220%6......... 0.018998 ........... -1.163074 ............ 0.2449
AR(6) .......... -0.086536.......... 0.018532 .......... -4.669516............ 0.0000
AR(7) oo -0.037911 ......... 0.018644 .......... -2.033391............ 0.0421
AR(8) .......... 0.013684 ......... 0.018701 .......... 0.731742 ............. 0.4644
AR(9) .......... -0.083022.......... 0.018540 .......... -4.477960............. 0.0000

21 Table 8 gives the converted normit results(-0.088, -0.082, and -0.065) for comparison to these linear
coefficients. The results from the regressions on the Labor Force Participation Rate were

1979-1981:  -0.0835 (0.0229) t=3.66 p=0.0003
1990-1991:  -0.0780 (0.0173) t=4.52 p=0.0000
1996-1997:  -0.0608 (0.0302) t=2.01 p=0.0442

22 The results on monthly data were:

1979-1981:  -0.1193 (0.0370) t=3.22 p=0.0013
1990-1991:  -0.1489 (0.0460) t=3.23 p=0.0012
1996-1997:  -0.4075 (0.0870) t=4.68 p=0.0000

2 The fraction used for weighting the minimum wage variable was from U.S. aggregate data (modified to reflect
the date and whether a higher state minimum wage was imposed). The fraction used here is from each state,
reflecting the minimum wage of the state or the federal minimum wage — whichever is higher.

24 Prior to 1994, the CPS asked of those looking for work " what has ... been doing in the last 4 weeks to find
work", with the examiner checking all methods used. Each method was recorded in as a separate variable, with a
“yes" or "no” response. In 1994, of those unemployed and looking for work, CPS asked “what are all of the things
... done to find work during the last 4 weeks?" In this case, each variable recorded one of the methods used.

% Running the same regression over the 1994:1 to 1999:4 period, the 1996-1997 hikes had a significant
negative coefficient (-0.1529 (0.0726), t statistic of -2.105, and p = 0.0355).

%6 The Im, Persaran and Shin t-bar statistic shows that the labor force participation rates of groups are stationary
variables. The first t-bar statistic is for a constant term and a break term for the period 1989 forward. The second
t-bar statistic adds a time trend. All estimated include 9 lags (except for black teenagers, for whom errors beyond
2 lags were correlated to such a degree as to produce a singular matrix). All reject the null hypothesis of unit root
at the 1% level
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Group IMS t-bar statistic IMS t-bar statistic

(constant term) (c plus time trend)

White Teens ......ccccvveeeeeeeeiieenn, 2504 i, -2.781
Black TEENS ....oovveeeieciiieeeeeeeee, 4207 i, -4.257
Male TEENS ....evvveeeeeeeeeeecieeeee 2557 e, -2.670
Female Teens ........ccccvvvveeeeeeeeennn. 22601 -2.686
Teens 15-17 coooeeeeiccieeeeeee e 2488 i, -2.554
Teens 18-19 ..oovvivveeeeieieeeeee. 2773 i, -2.907
High School

Dropouts (18-24) .....ccccceeveennene. ~2.449 -2.517
HS Grads (18-24) ....ccceecuveenene. 2.333 -2.470
Young Adults (20-24) .................. 2.325 i -2.458

For the first column, nonstationarity is rejected at the 1% level as the t-bar statistic <-1.81. For the second
column, it is-2.44.

¥ The variable was averaged to reduce measurement error. The nonaveraged fraction was significantly negative
for all groups except teens 15-17 (with a coefficient of +0.0824 (standard error of 0.0328), p=0.0121), black teens
(with a coefficient of -0.0273 (0.0669), p = 0.6831), and female teens (with a coefficient of -0.0458 (0.0248), p
=0.0647). Teens 18-19 had a coefficient 0f-0.1432 (0.0388), p=0.0002. White teens had a coefficient of -0.0601
(0.0282), p = 0.0332. Male teens had a coefficient of -0.1100 (0.0336), p=0.0011.

28 For black teens, the state-specific time trend variable had to be dropped and replaced with a common time
trend variable to avoid singularity. Singularity was caused by an excessive number of cells with zero or one as the
labor force participation rate.
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Appendix Table One
Means and Standard Deviation of Variables
Averaged Across States and Years

Variable Mean Standard Deviation
LFPR Teenagers 0.4806 0.1036
Cell Size Teenagers 161 127
LFPR 15-17 0.3734 0.1195
Cell Size 15-17 99.7 775
LFPR 18-19 0.6564 0.1045
Cell Size 18-19 61.9 50.4
LFPR 20-24 0.7821 0.0589
Cell Size 20-24 154.8 130.3
LFPR White Teens 0.5042 0.1051
Cell Size White Teens 132.9 104.7
LFPR Black Teens 0.3464 0.1990
Cell Size Black Teens 28.7 30.5
LFPR Male Teen 0.4931 0.1148
Cell Size Male Teen 81.3 63.5
LFPR Female Teen 0.4683 0.1151
Cell Size Female Teen 80.3 63.5
LFPR Graduates 0.7747 0.0596
Cell Size Graduates 174.7 142.6
LFPR Drop Outs 0.6230 0.1213
Cell Size Drop Outs 42.0 41.9
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Appendix Table One (Continued)
Variable Mean Standard Deviation
LFPR 30-39 0.7951 0.0487
Unemployment White Males 30-54 0.0396 0.0235
First Difference: Log Per Capita Income 0.01447 0.0152
First Difference: Fraction of
Teenagers in Population (15-54) -0.000535 0.0170
First Difference: Fraction of 20-24 -0.000672 0.0185
First Difference: Log of Wage 30-39 0.00932 0.0763
“Restricted” LFPR Teens 0.4699 0.1057
Fraction Teens At Minimum Wage: US Aggregate 0.3124 0.1024
Fraction Teens At Minimum Wage: State Specific 0.3209 0.1539
Fraction 20-24 at Minimum Wage: US Aggregate 0.1126 0.0336
Fraction 20-24 at Minimum Wage: State Specific 0.1123 0.0704
Normit of LFPR Teens -0.5018 0.2696
Employment Rate Teens 0.4001 0.1036
Appendix Table Two
Weighted Minimum Wage Variable
Minimum Wage 1979-1981

19791 i 0.243819 ..oeveee 1985:4 ..o 0.253410

1979:2 (i 0.194684 ......ccceeenee. 1986:1 ..oeiieeene 0.214874

197933 s 0159342 ..o 1986:2 ... 0.197921

19794 ... 0.147950 ....ooeveeenne 1986:3 ..o, 0.185361

1980:1 oo 0.329835 ..o 1986:4 ..o 0.177192

1980:2 oo 0.310629 ......ccvveee 1987:1 i 0.183288

1980:3 ..o 0.285545 ......cceee. 1987:2 i 0.128411

1980:4 ....ccee. 0.272708......ccceeeeee 1987:3 . 0.140852

19811 oo 0.41048.....cccoeveenn 1987:4 ..o 0.112681

1981:2 e 0.406211 ..eeeiiee 1988:1 ..o 0.080852

1981:3 .o 0.354872 ..cooevii 1988:2 ..o 0.088171

1981:4 ..o 0.367068 .......ccecuee.. 1988:3 ... 0.079268

1982:1 oo 0.323286 ...cccveeeeeee 1988:4.....ccceveee. 0.072561

1982:2 i 0.336824 ... 1989:1 i, 0.064023

1982:3 i 0.325M1M7 e 1989:2 oo, 0.064388

1982:4 ..o 0.338408 ......cceeevuenne 1989:3 i 0.026706

1983:1 oo 0.358288 .....ccceeevueenne 1989:4 ... 0.008780

1983:2 i 0.348896 ......ccceeeneee. 1990:1 oo, 0.000000

1983:3 i 0.350361

1983:4 ..o 0.327067

1984:1 oo 0.325117

1984:2 .o 0.326090

1984:3 ..o 0.285239

1984:4 ................. 0.289384

1985:1 o 0.265848

1985:2 oo 0.267190

1985:3 .o 0.270117
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Appendix Table Two (Continued)

Minimum Wage: 1990-1991 Minimum Wage: 1996-1997
1990:1 .o 0.000000 .......coccvvvrrennee 1996:3 ............. 0.000000
1990:2 ... 0.040899 19964 ............ 0.090889
1990:3 ..coiee 0.019491 1997:1 . 0.063099
1990:4 ............... 0.006966 1997:2 ............ 0.038331
1991:1 v 0.012077 1997:3 i 0.054032
1991:2 o, 0.253952 1997:4 ............. 0.201858
1991:3 s 0.214994 1998:1 ..o 0.130271
1991:4 .o 0.209704 1998:2 ..o 0.108137
199211 .o 0.186375 1998:3 ... 0.048946
1992:2 .o 0.156556 19984 ............. 0.034528
1992:3 ... 0.156194 1999:1 ... 0.026560
1992:4 ............. 0.142126 1999:2 ............. 0.007208
199311 oo 0.160284 1999:3 ..o 0.005945
1993:2 .o 0.110623 1999:4 ............. 0.000000
1993:3 . 0.107257
199314 ..o 0.110502
1994:1 v 0.142007
1994:2 .o 0.099080
1994:3 ..o 0.070343
1994:4 ..o 0.044850
199511 cooiiie 0.063367
1995:2 .covie 0.032706
1995:3 .o 0.033307
1995:4 ... 0.015271
1996:1 ..o 0.025851
1996:2 ............... 0.032706
1996:3 ......cc.... 0.000000
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